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system. Configuring a virtual function (VF) is provided by
supplying a capacity value of a port. The capacity value
represents a percentage of the available performance of the
port. The adapter driver configures multiple adapter param-
eters to provide the available performance for the port. A user
is enabled to specify a level of performance assigned to each
protocol of the port.
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IMPLEMENTING CAPACITY AND
USER-BASED RESOURCE ALLOCATION
FOR A SHARED ADAPTER IN A
VIRTUALIZED SYSTEM

FIELD OF THE INVENTION

The present invention relates generally to the data process-
ing field, and more particularly, relates to a method, system
and computer program product for implementing capacity
and user-based resource allocation for a hardware /O
adapter, such as a Single Root Input/Output Virtualization
(SRIOV) adapter, in a virtualized system.

DESCRIPTION OF THE RELATED ART

Single root input/output (I0) virtualization (SRIOV) is a
PClstandard, providing an adapter technology building block
for I/O virtualization within the PCI-Express (PCle) industry.
SRIOV capability is a feature of many new PCle adapters for
Fibre Channel (FC), Ethernet, Infiniband, and Converged
Network Adapters (CNA).

The SRIOV adapter has an /O adapter virtualization archi-
tecture that allows a single /O adapter to be concurrently
shared across many different logical partitions. The sharing is
done at a physical level, so that each logical partition has
access to a slice of the physical adapter. The sharing is accom-
plished via partitioning the adapter into many different PCI
functions, and then distributing access to those functions. The
adapter is presented as one or more physical functions (PFs)
that control functions, for example used for both configura-
tion and I/O, and a set of virtual functions (VFs), used for /O
and limited configuration, each VF represents a slice of the
adapter capacity that can be assigned to a logical partition
independently of other VFs. Each logical partition has a
device driver for each of the VFs assigned to the logical
partition.

A need exists to provide the ability to differentiate the
service level among the various VFs. Many known SRIOV
arrangements do not allow the customer to differentiate the
VFs even though the VFs might be used for very different
applications. Some prior arrangements have not provided any
differentiation; that is, no service guarantees of any sort are
provided. Performance can be unpredictable, and partitions
which are very active can hog the available bandwidth. Both
the Host Ethernet Adapter (HEA) and the Virtual /O Server
(VIOS) are examples of this type of arrangement.

Some other arrangements enable static resource allocation,
for example dividing the available resources, and perfor-
mance, equally among the VFs; however, this does not allow
the customer to differentiate the VFs even though they might
be used for very different applications.

A need exists for an effective mechanism to enable capac-
ity and user-based resource allocation for a hardware /O
adapter or a Single Root Input/Output Virtualization (SRIOV)
adapter in a virtualized system.

SUMMARY OF THE INVENTION

Principal aspects of the present invention are to provide a
method, system and computer program product for imple-
menting capacity and user-based resource allocation for a
hardware 1/0O adapter, such as a Single Root Input/Output
Virtualization (SRIOV) adapter, in a virtualized system.
Other important aspects of the present invention are to pro-
vide such method, system and computer program product
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2

substantially without negative effects and that overcome
many of the disadvantages of prior art arrangements.

In brief, a method, system and computer program product
are provided for implementing capacity and user-based
resource allocation for a hardware 1/O adapter, such as a
Single Root Input/Output Virtualization (SRIOV) adapter, in
a virtualized system. Configuring a virtual function (VF) is
provided by supplying a capacity value of a port. The capacity
value represents a percentage of the available performance of
the port. The adapter driver configures multiple adapter
parameters to provide the available performance for the port.
A user is enabled to specify a level of performance assigned
to each protocol of the port.

In accordance with features of the invention, a system
administrator effectively configures the virtual function (VF),
supplying the capacity value for the port. The capacity value
indicates a level of adapter resources. Additionally, the capac-
ity value may specify system or platform resources, for
example, including DMA space, interrupts, and the like.

In accordance with features of the invention, the user inter-
face enables a user to do a simple configuration of the VFs on
the port. The user interface can be used for many different
adapters, providing a generic approach for the user. The user
interface allows for a maximum fanout case, that is maximum
VFs. This also allows for a fewer number of VFs to be speci-
fied; each having a commensurately larger share of the avail-
able resource. Because the adapter driver is aware of the total
capacity assigned, no resources need to be held in reserve for
additional VFs because all of the port capacity has been
assigned.

Inaccordance with features of the invention, a per protocol,
per port capacity minimum increment and a per protocol, per
port base capacity minimum increment are provided. These
increment values are specific to a given protocol on a given
port of a given adapter. The specific values are determined by
the adapter device driver, and communicated to a hardware
management console (HMC) for customer usage. Different
adapters can have different values, for example based upon
different underlying adapter hardware resource require-
ments. Similarly, different physical ports may have different
values.

In accordance with features of the invention, VF configu-
ration requests then are allowed if the VF configuration
requests are both at least a minimum capacity, and a valid
capacity defined by a base capacity combined with a pre-
defined capacity increment. This enables the adapter driver to
perform block allocation of adapter resources. Block alloca-
tion of adapter resources may be required by a particular
adapter design. The capacity minimum increment also com-
municates relative adapter resource and port bandwidth usage
between VFs of different protocols sharing the same physical
port.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention together with the above and other
objects and advantages may best be understood from the
following detailed description of the preferred embodiments
of the invention illustrated in the drawings, wherein:

FIGS. 1, and 2 illustrates a respective example computer
system and example system for implementing capacity and
user-based resource allocation for a hardware 1/O adapter,
such as, a Single Root Input/Output Virtualization (SRIOV)
adapter in accordance with the preferred embodiment;

FIGS.3,4,5A,5B, 6,7, 8,and 9 are flow charts illustrating
exemplary operations for implementing capacity and user-
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based resource allocation for the SRIOV adapter in accor-
dance with the preferred embodiment;

FIGS. 10A, 10B, 10C, and 10D are diagrams respectively
illustrating example adapter information, adapter resource
table, resource type 1, and resource type N for implementing
capacity and user-based resource allocation for the SRIOV
adapter in accordance with the preferred embodiment; and

FIG. 11 is a block diagram illustrating a computer program
product in accordance with the preferred embodiment.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Inthe following detailed description of embodiments of the
invention, reference is made to the accompanying drawings,
which illustrate example embodiments by which the inven-
tion may be practiced. It is to be understood that other
embodiments may be utilized and structural changes may be
made without departing from the scope of the invention.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specify the presence
of stated features, integers, steps, operations, elements, and/
or components, but do not preclude the presence or addition
of one or more other features, integers, steps, operations,
elements, components, and/or groups thereof.

In accordance with features of the invention, a method,
system and computer program product are provided for
implementing capacity and user-based resource allocation for
a shared hardware 1/O adapter, such as a Single Root Input/
Output Virtualization (SRIOV) adapter, in a virtualized sys-
tem.

Having reference now to the drawings, in FIG. 1, there is
shown an example computer system generally designated by
the reference character 100 for implementing capacity and
user-based resource allocation for a hardware 1/0O adapter or
Single Root Input/Output Virtualization (SRIOV) adapter
102 in accordance with the preferred embodiment. Computer
system 100 includes one or more processors 104, or central
processor units (CPUs) 104 (one shown) coupled by an I/O
hub or processor host bridge 106 to the Single Root Input/
Output Virtualization (SRIOV) adapter or hardware 1/O
adapter 102.

Computer system 100 includes a memory 108 and one or
more logical partitions (LPARs) 110 (one shown) coupled by
a system bus 111 to the processor 104 and the processor host
bridge 106. Each operating system (OS) 112 resides in its own
LPAR 110, with each LPAR allocated a part of a physical
processor 104, an entire physical processor, or multiple
physical processors from the computer 100. A VF device
driver 114 is provided with the logical partition (LPAR) 110.
A portion of the memory 108 is allocated to each LPAR 110.
Computer system 100 includes a hypervisor 116 including a
configuration mechanism 118. The hypervisor 116 is a part of
the system firmware and manages the allocation of resources
to each operating system 112 and LPAR 110.

As shown, a hardware management console (HMC) 120
used, for example, to manage system functions including
logical partition configuration and hardware virtualization, is
coupled to the hypervisor 116 via a service processor 122.
Computer system 100 includes a physical function (PF) man-
ager or PF adjunct 124 provided with the hypervisor 116. The
PF adjunct 124 includes an adapter driver 128 to manage
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physical functions of the hardware I/O adapter 102. The
hypervisor 116 uses the PF adjunct 124, for example, to
configure physical functions (PFs) and virtual functions
(VFs) of the hardware 1/O adapter 102 based upon configu-
ration information provided by a system administrator via the
hardware management console 120. The hypervisor 116 uses
the adapter driver 128 to configure various adapter param-
eters, providing capacity and user-based resource allocation
based upon a single capacity value provided by a system
administrator via the hardware management console 120 in
accordance with the preferred embodiment.

As shown, the hardware I/O adapter 102 includes, for
example, a first physical function 130, a second physical
function 132, a first port 134, and a second port 136. The
hypervisor 116 using the PF adjunct 124 configures virtual
functions based on the physical functions 130, 132 and asso-
ciates virtual functions with one or more of the ports 134, 136
of the hardware /O adapter 102.

For example, a first virtual function, 140, instance 1, and
the Mth instance of the first virtual function 142, where M is
greater than 1, are associated with the second port 136. As
shown, a second virtual function 144, such as the first instance
of the second virtual function 144 and the Pth instance of the
second virtual function 146, where P is greater than 1, are
associated with the first port 134. As shown, multiple
instances of an Nth virtual function, where N is greater than 2,
such as the first instance of the Nth virtual function 148 is
associated with the first port 134 and the Qth instance of the
Nth virtual function 150, where Q is greater than 1, is asso-
ciated with the second port 136.

Each instance of the first virtual function 140, 142, the
second virtual function 144, 146, and Nth virtual function
148, 150 are hosted by a physical function, such as one of the
first physical function 132, the second physical function 132,
and another physical function (not shown).

Each instance of the first virtual function 140, 142, the
second virtual function 144, 146, and Nth virtual function
148, 150 includes a respective virtual function identifier (ID),
shown as ID 152,1D 154,1D 156,1D 158,1D 160, and ID 162.
Each virtual function identifier uniquely identifies a particu-
lar virtual function that is hosted by the hardware 1/O adapter
102. For example, when a message (not shown) is routed to a
particular virtual function, the message includes the identifier
associated with the particular virtual function.

Computer system 100 is shown in simplified form suffi-
cient for understanding the present invention. The illustrated
computer system 100 is not intended to imply architectural or
functional limitations. The present invention can be used with
various hardware implementations and systems and various
other internal hardware devices.

Referring to FIG. 2, there is shown another example system
generally designated by the reference character 200 for
implementing capacity and user-based resource allocation for
a hardware 1/O adapter or Single Root Input/Output Virtual-
ization (SRIOV) adapter 202 in accordance with the preferred
embodiment.

System 200 includes a hypervisor 204 or other virtualiza-
tion intermediary, used to enable multiple logical partitions to
access virtual functions provided by hardware that includes
the hardware 1/O adapter 202. For example, as shown in FIG.
2, the hypervisor 204 is used to enable a first logical partition
206, a second logical partition 208, and an Nth logical parti-
tion 210, to access a plurality of virtual functions 212, 214,
216, 218 that are provided by the hardware I/O adapter 202.
For example, the hypervisor 204 used a first physical function
220 ofthe hardware 1/O adapter 202 to provide a first instance
of a first virtual function 212, a second instance of a first
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virtual function 214, and an Nth instance of a first virtual
function 216 to the logical partitions 204, 206, 210. As shown
the hypervisor 204 uses a second physical function 222 of the
hardware I/O adapter 202 to provide a second virtual function
218 to the logical partitions 206, 208, 210.

The physical functions 220, 222 advantageously include
PCI functions, supporting single root I/O virtualization capa-
bilities. Each of the virtual functions 212, 214, 216, 218 is
associated with one of the physical functions 220, 222 and
adapted to share one or more physical resources of the hard-
ware 1/O adapter 202.

Software functions or modules, such as a physical function
(PF) adjunct 224 including an adapter driver 225, is provided
with the hypervisor 204 for managing the physical functions
220, 222 and the virtual functions 212, 214, 216, 218. For
example, a user may specify a particular configuration and the
hypervisor 204 uses the PF adjunct 224 to configure the
virtual functions 212, 214, 216, 218 from the physical func-
tions 220, 222.

For example, in operation, the hypervisor 204 with the PF
adjunct 224 enables the first virtual function instances 212,
214, 216 from the first physical function 220. The hypervisor
204 with the PF adjunct 224 enables the second virtual func-
tion 218 from the second physical function 222. The virtual
functions 212, 214, 216, 218 are enabled, for example, based
on a user provided configuration. Each of the logical parti-
tions 206, 208, 210 may execute an operating system (not
shown) and client applications (not shown).

As shown, the client applications that execute at the logical
partitions 206, 208, 210 perform virtual input/output opera-
tions and include a respective device driver to directly man-
age an associated virtual function. For example, a first client
application executing at the first logical partition 206 may
include a first client VF device driver 226, and a second client
application executing at the first logical partition 206 may
include a second client VF device driver 228.

As shown, the first client VF device driver 226 accesses the
first instance of the first virtual function 212. The second
client virtual VF device driver 228 accesses the second virtual
function 218. A third client VF device driver 230 executing at
the second logical partition 208 accesses the second instance
ofthe first virtual function 214. An Nth client VF device driver
232 executing at the Nth logical partition 210 accesses the
Nth instance of the first virtual function 216. An access
mechanism 234 and a configuration mechanism 236 are pro-
vided with the hypervisor 204 to associate a logical partition
with an accessed virtual function. The hypervisor 304 uses
the access mechanism 234 to enable logical partitions, such as
LPAR 206 to access configuration space associated with one
or more of the virtual functions 212, 214, 216, 218.

System 200 is shown in simplified form sufficient for
understanding the present invention. The illustrated system
200 is not intended to imply architectural or functional limi-
tations. The present invention can be used with various hard-
ware implementations and systems and various other internal
hardware devices.

In accordance with features of the invention, a system
administrator configures the VF by supplying a single capac-
ity value. The capacity setting indicates a level of adapter
resources. Additionally, it may specify system or platform
resources. These might include DMA space, interrupts, and
the like. This value represents a percentage of the available
performance of the port. The adapter driver then configures
the various adapter parameters to accomplish this behavior.
The interface exposed to the user is to specify a single capac-
ity value, which reflects the resources assigned to a given VF.
This value is intended to be a fraction, or more specifically,
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percentage of the overall capacity of the physical port. The
user then is able to do simple configuration of the VFs on the
port. This allows for a maximum fanout case, that is maxi-
mum VFs. It also allows for a fewer number of VFs to be
specified, with each having a commensurately larger share of
the available resource. One advantage here is that all adapter
resources can be used even with a smaller number of VFs.
Because the adapter device driver is aware of the total capac-
ity assigned, no resources need to be held in reserve for
additional VFs because all of the port capacity has been
assigned.

In accordance with features of the invention, advantages
provided by the invention include differentiation on a VF by
VF basis; a simple user interface; and an approach is consis-
tent across different protocol types, such as Network Inter-
face Controller (NIC), Fibre Channel (FC), and Fibre Chan-
nel over Ethernet (FCoE). Also the same interface can be used
for many difterent adapters, that is, a generic approach for the
customer. However, the underlying implementation may be
specific to a given adapter or adapter vendor. A user is able to
specify the level of performance assigned to each protocol.
Converged Enhanced Ethernet (CEE) ports supporting both
NIC and FCoFE, can have varying levels of performance
assigned to each of the protocols, for example all NIC, all
FCoE, or varying levels in between. Multiple usage modes
including fixed allocation, uncapped allocation, and banded
or capped allocation are supported and can be applied on a VF
by VF basis, and different VFs may have different approaches
concurrently on the same physical port.

In accordance with features of the invention, the interface
includes a per protocol, per port capacity minimum increment
and also a per protocol, per port base capacity minimum. VF
configuration requests then are only allowed if they are both
at least the minimum, and also a valid capacity (base capac-
ity+NN*capacity increment). This enables the adapter driver
to perform block allocation of adapter resources. Block allo-
cation of adapter resources may be required by a particular
adapter design. The capacity minimum increment also com-
municates relative adapter resource and port bandwidth usage
between VFs of different protocols sharing the same physical
port. These increment values are specific to a given protocol
on a given port of a given adapter. The specific values are
determined by the adapter driver, and communicated to the
HMC for customer usage. Different adapters can have difter-
ent values, for example based upon different underlying
adapter hardware resource requirements. Similarly, different
physical ports might have different values. One example
might be an Ethernet adapter which has a mixture of 1 G and
10 G ports. Different protocols might vary also; the resource
groupings between a FCoE VF and a NIC VF may be very
different, and require a different capacity increment. Forcing
them to the same value would require subpar allocation for
one of the protocol types. This also allows for easy allocation
of resources between protocols on the same physical port.
The customer has a single number to use reflecting the rela-
tive capacity on this port. This simplifies the configuration of
Converged Enhanced Ethernet (CEE).

In accordance with features of the invention, a capacity
allocation scheme includes a guaranteed level of resources
available to the VF. This invention accommodates several
different approaches for any leftover capacity on the port.
These approaches are applied on a VF by VF basis, and
different VFs may have different approaches concurrently on
the same physical port that include fixed allocation, uncapped
allocation, and banded or capped allocation. Fixed allocation
specifies that both the minimum and maximum performance
should be the same. For example, a capacity setting of 20%
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indicates that 20% of the resources of the port, such as band-
width, are set aside for this VF, and also that this VF is not
allowed to use more than 20% of the port. Uncapped alloca-
tion specifies a minimum capacity, but no maximum. For
example, a capacity setting of 20% indicates that 20% of the
resources of the port, such as bandwidth, are set aside for this
VF, and this VF is allowed to use any unassigned capacity or
assigned but underutilized capacity, up to 100% of the physi-
cal port. Banded or capped allocation specifies both a mini-
mum and maximum capacity. In this case the user supplies
two capacity values, a minimum and a maximum. For
example, capacity settings of (20%, 60%) indicates that 20%
of the resources of the port, such as bandwidth, are set aside
for this VF, and also that this VF is allowed to use up to 60%
of the physical port. An uncapped allocation of X % is of
course equivalent to a banded allocation of (X %, 100%).

Referring to FIGS. 3, 4, 5A, 5B, 6, 7, 8, and 9, there are
shown exemplary operations for implementing capacity and
user-based resource allocation for the SRIOV adapter in
accordance with the preferred embodiment.

In FIG. 3, as indicated in a block 300, the operations begin
with SRIOV adapter configuration. The hypervisor discovers
adapter PFs and SRIOV capabilities as indicated in a block
302. The hypervisor allocates resources to adapter PFs, where
resources allocated to PFs may reduce the number of
resources available to VFs as indicated in a block 304. The
hypervisor passes VF limits and defaults to the hardware
management console including maximum VFs per adapter;
maximum VFs per port for each network port; maximum VFs
per port for each protocol on each network port; and default
values for desired number of VFs for each protocol for each
port as indicated in a block 306. The hardware management
console presents VF limits and defaults to a user as indicated
inablock 308. Next users selections are received with the user
selecting the desired number of VFs for each protocol for each
port using set rules as indicated in a block 310. At block 310,
the user selects the desired number of VFs for each protocol
for each port with the VFs per protocol per port are less than
or equal to the maximum VFs per protocol per port; a sum of
the VFs per protocol for all protocols supported by the physi-
cal port are less than or equal to the maximum VFs per port for
the selected physical port; and a sum of the VFs per protocol
for all ports on the adapter are less than or equal to the
maximum VFs per adapter. Checking whether the user
selected desired VFs per protocol per port within limits is
performed as indicated in a decision block 312. If the user
selected desired VFs per protocol per port are not within
limits, then the configuration is indicated as an illegal con-
figuration as indicated in a block 314. If the user selected
desired VFs per protocol per port are within limits, then the
hypervisor creates system and adapter resource pools based
upon system capabilities, adapter capabilities, distribution of
VFs across protocols and ports as indicated in a block 316, as
further illustrated and described with respect to FIG. 4. The
operations are complete as indicated in a block 318.

In FIG. 4, as indicated in a block 400, the hypervisor
creates resource pools. Then as indicated in a block 402 for a
first/next resource, the hypervisor creates resource pools
based upon a total number of resources per adapter, port
capability, number of desired VFs, and resource scope, that is
which VF types require the resource, as indicated in a block
402, as further illustrated and described with respect to FIGS.
5A, 5B. Checking for all resources having been processed is
performed as indicated in a decision block 406. When all
resources have been processed, the operations are complete
as indicated in a block 408.
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In FIGS. 5A, and 5B, as indicated in a block 500, port
resource pools are created. Checking whether all resources
are already pooled by port is performed as indicated in a
decision block 502. When all resources are already pooled by
port, then the pre-pooled resources are handled as indicated in
ablock 504, and the operations are complete as indicated in a
block 505. Otherwise initial port resource pool values are set,
setting total VFs equal to zero, total resources for 100%
capacity equal zero and total resources for minimum capacity
equal zero as indicated in a block 506. Then as indicated in a
block 508 for a first/next port, the hypervisor checks a
resource scope as indicated in a decision block 510 where
protocol and adapter are example scopes, there may be other
scopes as well. For example, resources may be tied to a
specific port. In this case the resource scope would be a port.

For protocol scope total VF is updated by adding the total
VF and desired VFs for protocol as indicated in a block 512,
as shown by Total VF+=Desired VFs for protocol. Next as
indicated in a block 514, the Total Resources for 100% capac-
ity+=(Desired VFs for protocol)*(# of resource for 100%
capacity), for example from adapter information and adapter
resource table as shown in FIGS. 10A, 10B, 10C, 10D. Then
as indicated in a block 516, Total Resources for minimum
capacity+=(Desired VFs for protocol)*(# of resource for
minimum capacity).

For adapter scope total VF is updated by adding the total
VF and desired VFs for port as indicated in a block 518, as
shown by Total VF+=Desired VFs for port. Next as indicated
in a block 520, the Total Resources for 100% capacity+=
(Desired VFs for port)*(# of resource for 100% capacity), for
example from adapter information and adapter resource table
as shown in FIGS. 10A, 10B, 10C, 10D. Then as indicated in
a block 522, Total Resources for minimum capacity+=De-
sired VFs for port)*(# of resource for minimum capacity).

Checking whether all ports have been processed is per-
formed as indicated in a decision block 524. When all ports
have not been processed, then the operations go to block 508
for the next port and continue. When all ports have been
processed, then the operations go to block 526 in FIG. 5B.

In FIG. 5B, checking whether the adapter
resources>=Total Resource for 100% capacity is performed
as indicated in a decision block 526. When the adapter
resources are greater than or equal to the total resource for
100% capacity, then create for each port resource pool assum-
ing each VF gets Total Resources for 100% capacity
resources as indicated in a block 528. When the adapter
resources are not greater than or equal to the total resource for
100% capacity, then checking whether the Adapter resource
capacity>=Total resource for minimum capacity is performed
as indicated in a decision block 530. When the Adapter
resource capacity is greater than or equal to Total resource for
minimum capacity then port resource pools are created based
ontotal resource for minimum capacity as indicated in ablock
532, such as illustrated in FIG. 6. When the Adapter resource
capacity is not greater than or equal to Total resource for
minimum capacity then an invalid configuration is indicated
as indicated in a block 534. The operations are complete as
indicated in a block 536.

In FIG. 6, port resource pools are created based on Total
resource for minimum capacity as indicated in a block 600.
As indicated in a block 602, remaining resources are calcu-
lated as shown, Remaining resources=Total adapter
resources—Total Resources for min capacity. Then as indi-
cated in a block 604 for a first/next port, the port resource pool
is calculated as shown, Port resource pool=((Desired VFs for
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protocol or port)*(# of resource for min capacity))+a
weighted (based on port capability) distribution of Remain-
ing resources. Then as indicated in a block 608, based on
selected number of VF's for protocol and port, allocation units
for the resource, and Capacity Increment, resources to allo-
cate per Capacity Minimum Increment are calculated. As
indicated in a block 610, remaining resources are calculated
as shown, Remaining resources=Remaining resources—
weighted distribution of Remaining resources allocated to the
port resource pool. Checking whether all ports have been
processed is performed as indicated in a decision block 612.
When all ports have not been processed, then the operations
go to block 604 for the next port and continue. When all ports
have been processed, then the operations are complete as
indicated in a block 614.

In FIG. 7, port resource pools are created based on Total
resource for 100% capacity as indicated in a block 700. Then
as indicated in a block 702 for a first/next port, the port
resource pool is calculated as shown, Resources in port
resource pool=(Desired VFs for protocol or port)*(# of
resource for 100% capacity). Checking whether all ports have
been processed is performed as indicated in a decision block
706. When all ports have not been processed, then the opera-
tions go to block 702 for the next port and continue. When all
ports have been processed, then the operations are complete
as indicated in a block 708.

In FIG. 8, configuring a logical port starts as indicated in a
block 800. At the Hardware Management Console, as part of
a create logical partition profile, creating a logical partition,
or dynamic logical partition logical port add operation, a user
selects create Logical Port for a specific protocol, as indicated
in a block 802. The user selects a physical port for logical port
as indicated in a block 804. Next the user is presented with
logical port default information which includes default
capacity setting, as indicated in a block 806. Checking
whether for use of a default capacity setting is performed as
indicated in a decision block 808. If the default capacity
setting is not used, the user selects a new capacity setting as
indicated in a block 810. Ifthe default capacity setting is used,
the user selects OK to configure the logical port as indicated
in a block 812. Checking whether to create logical port opera-
tion for a logical partition profile is performed as indicated in
a decision block 814. When create logical port operation for
alogical partition profile is identified, then Logical Port infor-
mation is saved as part of the logical partition profile as
indicated in a block 816. Otherwise, logical port information
is passed to the Hypervisor to allocate VF resources for the
logical port as indicated in a block 818, as shown in FIG. 9.
Then the operations are complete as indicated in a block 820.

In FIG. 9, the VF resources are allocated and configured as
indicated in a block 900. Checking whether there is an avail-
able VF for the physical port to configure is performed as
indicated in a decision block 902. When there is no available
VF for the physical port to configure, then the VF configure
fails as indicated in a block 904. When there is an available VF
for the physical port to configure, then checking whether
there is sufficient Capacity available on the physical port, that
is, the sum of Capacity for the physical port’s VFs plus the
Capacity of the new VF will not exceed the max allowed for
the physical port, for example 100%, as indicated in a deci-
sion block 906. Then as indicated in a block 908 for a first/
next resource, the hypervisor checks if the resource pool
supports 100% capacity as indicated in a decision block 910.
When the resource pool supports 100% capacity, then 100%
capacity value of resource is allocated from the resource pool
and the VF is configured as indicated ina block 912. When the
resource pool does not supports 100% capacity, a minimum
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number of resources from the resource pool is allocated as
indicated in a block 914. Additional resource from the
resource pool is allocated based upon capacity setting and
resource units per capacity minimum increment as indicated
in a block 916. Checking for more resources is performed as
indicated in a decision block 918. When more resources are
identified, then the operations go to block 908 for the next
resource and continue. When all resources have been pro-
cessed, then the VF is enabled as indicated in a block 920, and
the operations are complete as indicated in a block 922.

FIGS. 10A, 10B, 10C, and 10D are diagrams respectively
illustrating example adapter information, adapter resource
table, resource type 1, and resource type N for implementing
capacity and user-based resource allocation for the SRIOV
adapter in accordance with the preferred embodiment.

In FIG. 10A, adapter information generally designated by
reference character 1000 includes Scope of Adapter and Ports
1-N; Protocols, each including maximum VFs and Capacity
minimum.

In FIG. 10B, adapter resource table generally designated
by reference character 1002 includes Resource of Types 1-N,
each including Protocols, Resource scope, and number # of
resource per allocation unit.

In FIG. 10C, resource type 1 generally designated by ref-
erence character 1004 includes port number #, 1-N, minimum
# of resources per VF, # of resource for 100% capacity, and
available resources.

In FIG. 10D, resource type N generally designated by
reference character 1006 similarly includes port number #,
1-N, minimum # of resources per VF, # of resource for 100%
capacity, and available resources.

Referring now to FIG. 11, an article of manufacture or a
computer program product 1100 of the invention is illus-
trated. The computer program product 1100 is tangibly
embodied on a non-transitory computer readable storage
medium that includes a recording medium 1102, such as, a
floppy disk, a high capacity read only memory in the form of
anoptically read compact disk or CD-ROM, a tape, or another
similar computer program product. Recording medium 1102
stores program means 1104, 1106, 1108, and 1110 on the
medium 1102 for carrying out the methods for implementing
capacity and user-based resource allocation for an /O
adapter, such as a Single Root Input/Output Virtualization
(SRIOV) adapter of a preferred embodiment, in the system
100 of FIG. 1, or system 200 of FIG. 2.

A sequence of program instructions or a logical assembly
of one or more interrelated modules defined by the recorded
program means 1104, 1106, 1108, and 1110, direct the com-
puter system 1100 for implementing capacity and user-based
resource allocation for the 1/O adapter.

While the present invention has been described with refer-
ence to the details of the embodiments of the invention shown
in the drawing, these details are not intended to limit the scope
of the invention as claimed in the appended claims.

What is claimed is:

1. A method for implementing capacity and user-based
resource allocation for an input/output (I/O) adapter in a
virtualized computer system comprising:

configuring a virtual function (VF) using a capacity value

of a port; said capacity value representing a percentage
of the available performance of the port;

providing an adapter driver for configuring multiple

adapter parameters to provide the available performance
for the port; and

enabling a user to specify a level of performance assigned

to each protocol of the port; and
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providing a per protocol, per port capacity minimum incre-
ment value and a per protocol, per port base capacity
minimum increment value, said provided values being
specific to a given protocol on a given port of a given
adapter; said specific values are determined by said
adapter driver, and communicated to a hardware man-
agement console (HMC) for customer usage.

2. The method as recited in claim 1, wherein the input/
output (I/O) adapter includes a Single Root Input/Output
Virtualization (SRIOV) adapter.

3. The method as recited in claim 1, wherein configuring a
virtual function (VF) using a capacity value of a port includes
a system administrator supplying the capacity value for the
port using a hardware management console (HMC); said
capacity value indicating a level of adapter resources.

4. The method as recited in claim 1, includes providing a
user interface enabling a configuration of'the VFs on the port.

5. The method as recited in claim 4, wherein said user
interface is adapted for use for multiple different adapters,
and includes said user interface providing VF limits and
default values for each protocol of the port to the user.

6. The method as recited in claim 5, further includes receiv-
ing a user selected number of VFs for each protocol for each
port, said adapter driver checking the received user selected
number of VFs for each protocol for each port being within
provided VF limits.

7. The method as recited in claim 6, includes said adapter
driver identifying an illegal configuration responsive to the
received user selected number of VFs for each protocol for
each port not being within provided VF limits.

8. The method as recited in claim 6, includes a system
hypervisor creating system and adapter resource pools
responsive to the received user selected number of VFs for
each protocol for each port being within provided VF limits.

9. The method as recited in claim 1, wherein said capacity
minimum increment value communicates relative adapter
resource and port bandwidth usage between VFs of different
protocols sharing the same physical port.

10. The method as recited in claim 1, includes enabling said
adapter driver to perform block allocation of adapter
resources.

11. A system for implementing capacity and user-based
resource allocation for an input/output (I/O) adapter in a
virtualized computer system comprising:
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a processor;

a hypervisor uses an adapter driver managing functions

associated with the hardware 1/O adapter;

said processor using said hypervisor to perform the steps

of:

configuring a virtual function (VF) using a capacity value

of a port; said capacity value representing a percentage
of the available performance of the port;

providing an adapter driver for configuring multiple

adapter parameters to provide the available performance
for the port; and

enabling a user to specify a level of performance assigned

to each protocol of the port; and

providing a per protocol, per port capacity minimum incre-

ment value and a per protocol, per port base capacity
minimum increment value, said provided values being
specific to a given protocol on a given port of a given
adapter; said specific values are determined by said
adapter driver, and communicated to a hardware man-
agement console (HMC) for customer usage.

12. The system as recited in claim 11, wherein the input/
output (I/O) adapter includes a Single Root Input/Output
Virtualization (SRIOV) adapter.

13. The system as recited in claim 11, wherein configuring
a virtual function (VF) using a capacity value of a port
includes a system administrator supplying the capacity value
for the port using a hardware management console (HMC);
said capacity value indicating a level of adapter resources.

14. The system as recited in claim 11, includes providing a
user interface enabling a configuration of'the VFs on the port.

15. The system as recited in claim 14, wherein said user
interface is adapted for use for multiple different adapters,
and includes said user interface providing VF limits and
default values for each protocol of the port to the user.

16. The system as recited in claim 15, further includes
receiving a user selected number of VFs for each protocol for
each port, said adapter driver checking the received user
selected number of VFs for each protocol for each port being
within provided VF limits.

17. The system as recited in claim 16, includes said hyper-
visor creating system and adapter resource pools responsive
to the received user selected number of VFs for each protocol
for each port being within provided VF limits.
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